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Introduction

Parallelism everywhere

Multicore (Manycore) CUDA on GPGPU

Multi-channel/way in SSD MapReduce for Bigdata
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Introduction 

Parallelism on DRAM
 Especially with Multiple cores 

…

…
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Observation

New buddy system: iBuddy (inverse Buddy)
 Buddy: allocation of page frames  
 iBuddy

 Individual page frame management (vs. Group management)
 Top-down search (vs. Bottom up search)
 Split/coalescing at free/allocation time (vs. vice versa in Buddy) 

NVRAMOS’11iBuddy Concept
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Observation

Allocation of page frames
 Buddy can control allocation sequences

Virtual memory 
(Application) 

Buddy 

Physical memory 

(a) Sequential allocation (b) Random allocation



NVRAMOS 12

Observation

Experimental results
 Application: Stream benchmark
 System: Intel Xeon (quad-core), 32GB DRAM

•

 Page frame allocation policy affects performance especially on Multicore
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Reasoning 1: Row-buffer conflict

Memory organization
 Channel, Rank, Bank
 Row and Row-buffer

(a) Physical memory module (b) Conceptual memory organization
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Reasoning 1: Row-buffer conflict

Row-buffer
 A kind of cache area: hit and miss (conflict)
 Conflict cost: activation, Precharge

Memory Access Sequence

Address Mapping

Transaction Queue Scheduler

FR-FCFS

Data Bus

Com
m

and Bus

Buffer1 Buffer2 Buffer3 Buffer4

frame 0

frame 4

frame 8

frame 12

frame 1

frame 5

frame 9

frame 13

frame 2

frame 6

frame 10

frame 14

frame 3

frame 7

frame 11

frame 15

Row
 Access

Column
Access

Bank1 Bank2 Bank3 Bank4

Memory 
Controller

Row Buffer

DRAM 
Page frame

(a) Role of Row Buffer (b) Row Buffer conflict cost
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Reasoning 1: Row-buffer conflict

Memory hierarchy reconsideration 

Virtual memory 
(Application) 

Buddy 

Physical memory 

(a) Sequential allocation (b) Random allocation

Memory controller 

Memory organization  

 Performance difference is due to the row-buffer conflict   Need new layer? 
 frames-to-banks relation, why random?
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Reasoning 2: Page frames to banks relation

Analyzing program
 To identify how page frames are mapped into banks

 Access physical memory sequentially with the cache-line unit
 Using data dependency with two variables to prevent the out-of-order 

execution in CPU and scheduling effect of memory controller
 Measure the access latency

Pseudo code

cl1 (fixed) cl2 (increasing)

Reference pattern
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Reasoning 2: Page frames to banks relation

Measurement
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Reasoning 2: Page frames to banks relation

Analysis results
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Reasoning 2: Page frames to banks relation

Analysis results

 A page frame is mapped into 3 banks (channel interleaving with 
CPU cache line size)

 Bank interleaving with 12KB size (12KB * 8 = 96KB)
 Rank interleaving with 3MB size (96KB * 32 = 3MB)
 Round-robin fashion with 12MB (3MB * 4)
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Reasoning 3: Allocation sequence 

Sequential or random reference pattern test
 Modify the analyzing program

 Access one variable (cl1) only with sequentially or randomly 
 Run on 4 cores at the same time (different 12MB memory area)

(a) Sequential access (b) Random access
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Reasoning 3: Allocation sequence 

Modeling (in progress) 
 Conflict probability 

 Random: 1/n  
 Sequential: {1/n * n + (n-1)/n * 0} / n = 1/n

 Correlated Conflict 
 A set of successive conflicts 
 Incur different progress ratio (theory of relativity)
 Amplify conflicts among multiple cores

…

n banks

(b) Sequential access(a) Random access
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…

Lessons

Page frame access latency is not same (even in UMA)
 Row-buffer conflict

OS page frame allocation policy
 Can affect the row-buffer conflict in a bank
 Regularities (such as sequential) considered harmful 

In our experimental system
 Allocating three successive frames obtains prefetching effects
 12MB (or 3MB) is a good candidate for partitioning to reduce the 

row-buffer conflicts among cores 
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Lessons

OS-level Bank-aware allocator (M3 allocator)
 Memory container

 Randomizing allocation

…
Physical Memory

…

2 30 1 4 5 n-1 nn-3 n-2
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Lessons

Experiment results 
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Conclusion

Bank-Level Parallelism (BLP) 
 Low-buffer conflict

OS-level approach 
 Page frames to banks relation
 Sequential vs. random allocation 

New consideration
 Virtual memory
 Physical memory
 Memory organization


